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Perspectives

How to Fix Peer Review
by David Kaplan, Ph.D.

Despite its importance as the ultimate gatekeeper of scientific publication and funding, peer review is known to engender bias, incompetence, excessive expense, ineffectiveness, and corruption. A surfeit of publications has documented the deficiencies of this system.[1-4] In September, the fifth in a series of international congresses concerned with how peer review can be improved will convene in Chicago. Yet so far, in spite of the teeth gnashing, nothing is being chewed.

Investigation of the peer-review system has failed to provide validation for its use.[1] In one study, previously published articles were altered to disguise their origin and resubmitted to the journals that had originally published the manuscripts.[5] Most of these altered papers were not recognized and were rejected on supposed "scientific grounds." Other investigators found that agreement among reviewers about whether specific manuscripts should be published was no greater than would be expected by chance alone.[6]

Peer review subsumes two functions. First, peer reviewers attempt to improve manuscripts by offering constructive criticisms about concrete elements such as the application of a technique, the strength of results, or the cogency of an argument. The second function of peer review is to render a decision about the biological significance of the findings so that the manuscript can be prioritized for publication. I propose reforming peer review so that the two functions are independent.

Review of a manuscript would be solicited from colleagues by the authors. The first task of these reviewers would be to identify revisions that could be made to improve the manuscript. Second, the reviewers would be responsible for writing an evaluation of the revised work. This assessment would be mostly concerned with the significance of the findings, and the reviewers would sign it.

After receiving the final assessments from several different reviewers, the authors could decide to submit to a journal, sending the manuscript and the signed reviews together. The editors, carrying out the second function of peer review, would then decide to publish or not based solely on this material. The reviewers' identities would be revealed in the publication.

I believe there would be several significant effects of this change in peer review. First, the authors would submit only positive assessments. Consequently, reviews would emphasize why a manuscript should be published instead of why it shouldn't be. Second, investigators would be less likely to publish insignificant findings. They would have to ask colleagues to put their names on the manuscript; consequently, the tendency would be to ask for support for more complete and more compelling sets of findings.

Third, reviewers would be forced to account for their comments. They could not perform just a cursory look without the authors realizing the review was not insightful and did not represent an honest effort. Fourth, although it would be possible to have close friends and relatives review a manuscript, the editors would see who was supporting publication. In their deliberations, the editors would consider the breadth of the reviewers and their relationships to the authors and to the conceptualization promulgated in the manuscript.

Fifth, the editors would be free from adjudicating between authors and reviewers. They could concentrate on the specific arguments put forth for publication. Moreover, the process would be considerably streamlined, since there would be no need to send the manuscript out for review.

This revision of peer review would change the incentives for all involved. The authors would tend to publish results that represent more complete findings and be more satisfied with the outcome, because they could exert lots of control over the review process. The reviewers would tend to be more honest in their evaluations, not wanting to praise work they consider flawed, because their names would be attached to it. Reviewers would not give a cursory and willfully negative evaluation, because the authors could simply not forward their comments. It would be in the reviewers' best interests to help improve manuscripts that have flaws but are potentially important.

The editors would emphasize publication of manuscripts that have the broadest support among scientists in the relevant community or that have the greatest potential to influence the community. Their jobs would be easier because the number of manuscripts submitted would be fewer, although of more substance. This tendency would be facilitated by editors' publicizing the stringent acceptance requirements. For example, editors could request manuscripts with support from reviewers from the same institution and from other institutions. They could request reviewers in the same field and reviewers in related fields.

Peer review is broken. It needs to be overhauled, not just tinkered with. The incentives should be changed so that: authors are more satisfied and more likely to produce better work, the reviewing is more transparent and honest, and journals do not have to manage an unwieldy and corrupt system that produces disaffection and misses out on innovation.
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Quality of Peer Review 
Effect of Blinding and Unmasking on the Quality of Peer Review 

A Randomized Trial 

(JAMA. 1998;280:234-237)
Susan van Rooyen, BSc; Fiona Godlee, MRCP; Stephen Evans, MSc; Richard Smith, FRCP; Nick Black, MD 
Context.—Little research has been conducted into the quality of peer review and, in particular, the effects of blinding peer reviewers to authors' identities or masking peer reviewers' identities. 

Objective.—To determine whether concealing authors' identities from reviewers (blinding) and/or revealing the reviewer's identity to a coreviewer (unmasking) affects the quality of reviews, the time taken to carry out reviews, and the recommendation regarding publication. 

Design and Setting.—Randomized trial of 527 consecutive manuscripts submitted to BMJ, which were randomized and each sent to 2 peer reviewers. 

Interventions.—Manuscripts were randomized as to whether the reviewers were unmasked, masked, or uninformed that a study was taking place. Two reviewers for each manuscript were randomized to receive either a blinded or an unblinded version. 

Main Outcome Measures.—Mean total quality score, time taken to carry out the review, and recommendation regarding publication. 

Results.—Of the 527 manuscripts entered into the study, 467 (89%) were successfully randomized and followed up. The mean total quality score was 2.87. There was little or no difference in review quality between the masked and unmasked groups (scores of 2.82 and 2.96, respectively) and between the blinded and unblinded groups (scores of 2.87 and 2.90, respectively). There was no apparent Hawthorne effect. There was also no significant difference between groups in the recommendations regarding publication or time taken to review. 

Conclusions.—Blinding and unmasking made no editorially significant difference to review quality, reviewers' recommendations, or time taken to review. Other considerations should guide decisions as to the form of peer review adopted by a journal, and improvements in the quality of peer review should be sought via other means. 

JAMA. 1998;280:234-237 



Peer review has a key role in determining which original research is published and thus becomes part of the accepted body of scientific knowledge. Despite its central role, little research has been conducted into the relative benefits or effectiveness of different approaches to peer review.[1,2] We decided to examine 2 questions: what are the effects of blinding reviewers to the identity of the authors of a manuscript and of unmasking (revealing the identity of) reviewers to their coreviewers? 

There are several reasons for believing that blinding may be beneficial. First, blinded reviewers may provide less biased reviews.[3] Second, some editors believe blinding improves the quality of reviews,[1,4-9] a belief supported by one small randomized controlled trial.[10] Finally, articles that appear in journals that use blinded review are more likely to be cited than those published in journals that use nonblinded review.[11] Unmasking the identity of reviewers to one another has not previously been studied, although many journals already carry out the practice and believe it to result in higher-quality reviewing. 

By means of a randomized trial, we set out to evaluate the effects of blinding (concealing the identity of authors from a reviewer), unmasking (revealing the identity of a reviewer to a coreviewer), and a combination of the 2 on the quality of reviews. The study also sought to establish the feasibility of successful blinding. 

METHOD 

Consecutive manuscripts in the categories of research articles, short reports, and research articles from general practice (also known as family medicine or primary care) received by BMJ and sent by editors for peer review between January and June 1997 were eligible for inclusion. Manuscripts were randomized (stratified by the 3 above-mentioned categories) into 1 of 3 groups: 2 intervention groups (masked and unmasked) and an uninformed group (Figure). The randomization process was undertaken by a researcher who was independent from the editorial decision-making process using a computerized minimization program with a random component. Each manuscript was sent to 2 paid clinical reviewers selected by whoever of the 11 editors was responsible for the particular manuscript. In both the masked and unmasked groups the reports of pairs of reviewers were exchanged. Reviewers in the unmasked group were asked to consent to their identity being revealed to their coreviewer. Ethical approval was granted by a university ethics committee. 

Having randomly allocated the manuscripts, the reviewers in the masked and unmasked groups were randomized to receive either a blinded or an unblinded version of the manuscript. Blinding consisted of removing authors' details from the title page and acknowledgments. No attempt was made to remove authors' details from within the text of the manuscript, the illustrations, or the references. Blinded reviewers were asked whether they thought they knew the identity of the author(s), and if so, to detail the name(s) and/or the institution and to explain why they thought they could tell. All reviewers in the intervention groups were also asked to record how long they spent on the review and their recommendation regarding publication of the manuscript. If 1 of the 2 reviewers of a manuscript in the unmasked group withheld consent, the manuscript was transferred into a preference arm, and the reviewer's identity was kept concealed. 

Since awareness of being in a study might affect the reviewers' behavior, an uninformed group was included that allowed us to test for a Hawthorne effect. Manuscripts in the uninformed group were sent to 2 reviewers who were not informed that a study was taking place. Care was taken that those who had reviewed manuscripts in the masked or unmasked group were not subsequently selected to review manuscripts in the uninformed group. At no stage were editors or authors aware of the group to which a manuscript had been allocated. 

On receipt of both reviews of a manuscript, the reviews, with authors' details removed from them, were passed together with the manuscript to the responsible editor, who was asked to assess the quality of the reviews. All the documents were subsequently returned to the researcher, who passed the manuscript to a second editor randomly selected from the remaining 10 editors taking part in the study for a second, independent evaluation. The quality of the reviews was assessed using a validated review quality instrument developed from an instrument used in a previous study.[10] A decision on whether to publish the article was made in the journal's usual manner. At least 10 days after the decision had been communicated to the authors, the corresponding author was asked to evaluate the 2 reviews using the review quality instrument. The authors were also asked whether they thought each reviewer had been blinded to their identity. 

The review quality instrument consisted of 7 items (importance of the research question, originality, methodology, presentation, constructiveness of comments, substantiation of comments, interpretation of results), each scored on a 5-point Likert scale (1=poor, 5=excellent). A total score was based on the mean of the 7 item scores. A full version of the instrument has been reported on elsewhere.[12] In addition, a global item seeking an overall assessment of the quality of the review was included. The quality of each review was based on the means of the 2 editors' scores for each item and total score and on the corresponding author's scores. This article considers only the editors' assessments of review quality. The means of 2 editors' scores were used to improve the reliability of the method. Data collection from authors is still continuing and will be reported later. Two additional outcome measures were used: the time taken to carry out the review and the editorial decision (accept, revise, reject). 

It was calculated in advance that in order to detect an editorially significant difference in review quality scores of 0.4 ([image: image1.png]


=.05, [image: image2.png]


=.10, SD=1.5), 148 manuscripts would be required in each of the masked, unmasked, and uninformed groups. Recruitment of manuscripts was continued until we were certain of retaining at least 148 in each group after taking account of exclusions and losses after randomization. 

Analysis used independent comparisons of outcome measures between masked and unmasked reviewers (excluding manuscripts for which 1 reviewer had withheld consent for unmasking), paired comparisons between blinded and unblinded reviewers, and independent comparisons between masked unblinded reviewers and uninformed reviewers, using t tests. Two-way analysis of variance was used to compare the 2 factors in the 4 intervention arms of the study. 

RESULTS 

Recruitment and Randomization 

Between January and June 1997, an estimated 570 eligible manuscripts were sent for peer review. Of these, 43 were not entered into the study, either as a result of an administrative error or because, in the case of 5 pairs of articles by the same authors, a decision was made that only the first article would be included. The 527 manuscripts (92%) included consisted of 393 research articles, 74 short reports, and 60 general practice research articles. Of these 527 manuscripts, 60 were excluded after randomization, either because it proved impossible to obtain 2 suitable reviews without causing an unacceptable delay in the editorial decision-making process or because a reviewer who was randomized to receive a blinded manuscript had the authors' identity revealed in error. The distribution of short reports, research articles, and general practice articles was similar for the exclusions and for the total sample. 

The remaining 467 manuscripts were randomized to the masked group (n=149), the unmasked group (n=160), and the uninformed group (n=158). For the 160 manuscripts in the unmasked group, 10 of the 320 reviewers did not give consent to their identity being revealed. These 10 manuscripts were included in the preference arm (Figure). Successful follow-up was achieved for all 467 manuscripts. 

In order to assess the success of randomization, we compared characteristics of the manuscripts (geographic origin) and the reviewers (mean age, residence in North America, postgraduate training in epidemiology or statistics, involved in medical research). There were no striking differences between groups. Exclusions did not introduce any bias. 

Success of Blinding 

Of the 309 blinded reviewers, 293 (95%) replied to the question concerning whether they could identify the authors of the manuscript. With successful blinding defined as either author not identified or author identified incorrectly, 170 reviewers (58%) were successfully blinded (Table 1). The main reasons given for being able to identify the author included self-referencing, clues contained within the text of the manuscript, and a small research field. If successful blinding is extended to include those who were only partially successful in identifying authorship (for example, named one author correctly but others incorrectly), then 196 reviewers (67%) were successfully blinded. 

Extent of a Hawthorne Effect 

There was no evidence of any difference between masked unblinded and uninformed reviewers and therefore no detectable Hawthorne effect (Table 2). 

Effect of Blinding and Unmasking on Review Quality 

The mean total quality score was 2.87. There was little or no difference in total or item scores between blinded and unblinded reviewers or between masked and unmasked reviewers (Table 2). The largest difference in mean total score was only 0.14. Although some of the differences were statistically significant (P<.05), showing that unmasking tended to produce higher-quality reviews, in absolute terms these differences were not editorially significant. Although 2-factor analysis of variance revealed a statistically significant difference between the masked and unmasked groups (P=.04), absolute differences were of no editorial significance (blinded/unblinded P=.26, interaction P=.14, overall P=.05). Analyses based only on those successfully blinded (170 reviewers) led to similar results. 

Effect of Blinding and Unmasking on Editorial Decision and Review Time 

No significant difference was found between the blinded and unblinded groups or between the masked and unmasked groups in the time taken for the reviewers to complete their reports (Table 2). Similarly, [image: image3.png]


2 tests found no significant differences in the recommendations regarding publication (publish with minor amendment, publish with major amendment, reject) between the blinded and unblinded groups (P=.24, df=2), between the masked and unmasked groups (P=.65, df=2), or among the 4 intervention arms (P=.66, df=6). Analyses based only on those successfully blinded led to similar results. 

COMMENT 

Blinding and unmasking have little effect on the quality of reviews of manuscripts. Any differences that have statistical significance are too small to be of any practical significance in editorial decision making. The only previous randomized trial[10] reported higher-quality reviews when reviewers were blinded. This difference may have arisen either because the previous study was based on a more specialized journal, in which reviewers and authors would be more likely to be familiar with one another's work, or because of differences in the way review quality was assessed (the psychometric properties of the instrument used in the earlier study are unknown). 

Before discussing the implications of these findings, potential methodologic shortcomings need to be considered. First, can the sample of manuscripts and their reviewers be considered truly random? There is no evidence of bias at any stage, although difficulties in finding suitable reviewers in the uninformed arm during the latter stages of recruiting due to the large number of reviewers already recruited to the intervention arms could have been one reason why we failed to find a Hawthorne effect. Of eligible manuscripts, 92% were recruited, and 89% of those were successfully followed up. The distribution of the manuscripts excluded and unavailable for follow-up was similar to that of those followed up. 

Second, the results concerning review quality are completely dependent on the review quality instrument. This has been validated and has good internal consistency and interrater and intrarater reliability, and we believe it to be sufficiently accurate and robust to discriminate between reviews of differing quality for the purposes of this study. Full details of its development and validation will be reported elsewhere. 

Third, the success rate for blinding is within the range found in previous studies. Although we were successful with only 58% of reviewers, analyses based on those actually blinded produced similar results to analyses based on the intention to blind. 

Fourth, the views of authors, which have yet to be analyzed since the data are still incomplete, may differ from the views of editors. These will be reported in a subsequent article. 

There is little evidence from this study to support changing current practice by blinding or unmasking to improve the quality of reviews. Blinding or unmasking might, however, have other advantages in the peer review process, such as ensuring that the review process is seen to be fair. In view of the difference between the results of this study and previous research, it is not possible to generalize from this study to other settings, particularly the many biomedical journals that are more specialized. Further research should encompass a wide variety of different types and sizes of journals. 



From BMJ (Ms van Rooyen and Drs Godlee and Smith) and the London School of Hygiene and Tropical Medicine (Mr Evans and Dr Black), London, England. 
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How Well Does a Journal's Peer Review Process Function? 

A Survey of Authors' Opinions 

(JAMA. 1994;272:152-153)

Bobbie Jean Sweitzer, MD, David J. Cullen, MD, MS 
Objective.--To evaluate the authors' satisfaction or dissatisfaction with the peer review process of the Journal of Clinical Anesthesia. 

Design.--Anonymous questionnaires were sent to authors to survey their opinions about specific aspects of the peer review process. Authors were grouped by status of their manuscripts: AR (accept with revision), RR (reject but may resubmit), and RO (reject outright). 

Participants.--Authors of unsolicited manuscripts submitted in 1991 to 1992. 

Main Outcome Measures.--Factors that determine authors' satisfaction with the relevancy and benefit of peer review of their manuscript. 

Results.--Significantly more authors of AR manuscripts responded to our survey than did authors of rejected manuscripts and viewed the review process more favorably. Authors of AR manuscripts were more satisfied with specific aspects of the review process, which led to improvement in their manuscripts. More authors of RR manuscripts believed that our review process improved subsequent manuscript preparation than did authors of accepted manuscripts. 

Conclusions.--The surveying of authors, important clients of the peer review process, should guide change necessary to better serve our authors and improve peer review. 

(JAMA. 1994;272:152-153) 



Although some knowledge, much interest, and many publications about the peer review process are accumulating, to our knowledge, the authors' evaluation of the process has not been studied to any extent.[1] [2] In this climate of total quality improvement, input from authors, important clients of journals, should be valuable to editors and reviewers to improve the review process. We solicited authors' opinions of the editorial, review, and administrative processes of the Journal of Clinical Anesthesia (JCA). 

METHODS 

Anonymous questionnaires were sent to authors of unsolicited manuscripts submitted to the JCA in 1991 to 1992 for which the review process was complete. Authors of letters to the editor, review articles, editorials, and solicited manuscripts were excluded. We tried to ascertain factors that contributed to the authors' satisfaction or dissatisfaction with the review process by evaluating the six characteristics in Table 1 using a five-point ordinal scale. A rating of 1 was positive with a gradation to 5 being negative, and a mean score was calculated. Authors chose from a list of seven factors that contributed to their satisfaction or dissatisfaction with the review process. Results are reported as the percentage of responding authors selecting each comment. Authors were asked to compare experiences with other journals' reviews to JCA's process and whether our initial review process influenced the preparation of subsequent journal articles. 

All JCA manuscripts are assigned to one of four categories: (1) accept outright (AO), (2) accept with revision (AR), (3) reject but may resubmit after revision (RR), and (4) reject outright (RO). The rejection rate is 70%. Although responding authors remained anonymous, the questionnaires were coded by category of manuscript disposition, enabling us to compare the responses between authors of accepted and rejected manuscripts. Statistical analyses were conducted using chi2 analysis and two-way analysis of variance. 

RESULTS 

Of 209 authors polled, 95 (45%) returned the questionnaire. No manuscripts from authors who participated in the survey were AO. Of 69 AR manuscripts, 67% of authors responded; 43% of authors of RR manuscripts responded, but only 30% of authors of RO manuscripts responded. Significantly more authors of AR manuscripts responded to our survey (P<.001). 

There was a trend toward favorable ratings by authors of accepted manuscripts, but the differences were not statistically significant. Authors of RO manuscripts were less likely to modify their articles or find improvement in their manuscript as a result of the review process. The best score was awarded by the authors of AR manuscripts concerning the reviewers' specificity of comments. The worst score was given by authors of RO manuscripts for modification of their manuscript based on the review. The authors gave the manuscript review process slightly positive to neutral ratings in all categories. 

Authors of AR manuscripts chose more satisfactory comments than other authors (Table 2). Eighty-nine percent of authors of AR manuscripts, chose more than two characteristics that satisfied their needs compared with 65% of authors of RR manuscripts and 62% of authors of RO manuscripts. Twenty-seven percent of authors of RO manuscripts chose no satisfactory factors, whereas all authors of AR and RR manuscripts obtained some satisfaction from the review. 

Negative comments were chosen by 46% of authors of AR manuscripts compared with 74% of authors of RR manuscripts and 62% of authors of RO manuscripts (Table 3). Only 8% of authors of AR manuscripts noted more than two unsatisfactory factors compared with 26% of authors of RR manuscripts and 19% of authors of RO manuscripts. Authors were most unhappy about discrepancies between reviewers and possible misinterpretation of material. Half of the authors of AR manuscripts and 66% of the authors of RR manuscripts believed that the process helped with subsequent manuscript preparation. Only 20% of the authors of RO manuscripts believed that they were helped by the review process in developing future manuscripts. 

COMMENT 

This survey was designed to obtain information to improve our manuscript peer review process. The primary purpose of peer review should be to improve manuscripts and facilitate the dissemination of accurate and valid knowledge for the ultimate benefit of patients. Horrobin[3] stated that "most authors of articles on the subject assume that the purpose of peer review is quality control. The fundamental purpose must be consistent with that of medicine itself, to cure sometimes, to relieve often, to comfort always." Editors can poll their readership to determine whether journals are meeting the readers' goals, a survey of one group of clients. Other clients are the authors whose work is subjected to scrutiny by a process that is under intense examination. Authors must be served by the process, and editors must learn whether they are meeting the authors' needs. 

Several conclusions derive from the survey. The administrative and editorial assistance of the journal staff were highly regarded, by authors of both rejected and accepted manuscripts. Reviewers' guidelines that the review is a means of improving the manuscript and more than just a grading effort may need additional emphasis. Should reviewers be given more instructions? Editors have expressed concern that this approach may limit comments, resulting in a narrow and focused review. In our survey, widely divergent opinions in a review were most dissatisfying to authors, although some editors prefer such critiques so that all aspects of the manuscript are considered.[4] [5] The editor or another reviewer acts as "tie-breaker" after assessing contrary opinions. 

Aspects of the process may be viewed differently by authors than by reviewers or editors. The review turnaround time, often cited as a major cause of dissatisfaction,[6] received above-average ratings by all categories of authors. Only half of all authors believed that their manuscript had received a careful evaluation, which differed from the opinions of the editor and reviewers. 

Authors of AR manuscripts ranked specificity of comments by the reviewers most favorably, perhaps because a detailed critique of the manuscript improved it for publication. Authors of RO manuscripts reported the highest percentage of unaltered manuscripts being resubmitted to other journals, but the results are unknown. Authors of RO manuscripts rated manuscript improvement unfavorably, consistent with the findings of Lock and Smith[7] that only 20% of the 136 manuscripts rejected by the British Medical Journal and published elsewhere were altered prior to publication. 

Limitations of the study mandate that caution be exercised when interpreting the results. There was a delay between the time of manuscript review and survey, necessary because we surveyed authors whose work had completed the review process. Authors' memories and opinions may have changed with time. We did not send separate questionnaires for each of two reviews; therefore, the respondents may have been biased toward a single review while offering no insight on the companion review. Because the surveys guaranteed anonymity, we could not compare the actual review with the author's perception of that review nor could we evaluate individual reviewers based on the satisfaction or dissatisfaction of the author. It would have been most interesting to compare the editor's opinions of reviewers' work with those of the authors. This was impossible given the anonymity of the questionnaire. 

As shown by Garfunkel et al,[2] the rate of returned questionnaires is related to disposition of the manuscript. Authors of AR manuscripts were more responsive than authors of RR manuscripts, who responded more than authors of RO manuscripts, probably because the experience of the authors of AR manuscripts was more positive. The response rate of 45% may have resulted from the delay between the review and the survey. 

Until the 18th century, peer review of scientific articles did not exist. Even well into the 20th century, peer review as we know it today was the exception rather than the rule.[8] Journals often followed the newspaper format of carrying news as well as opinions and employing correspondents to cover medicine. There was no discernable movement to establish editorial peer review, contrasted with the history of peer reviewing grant applications, which developed very carefully.[8] Peer review of manuscripts became specialized when editors lacked the expertise to make decisions in very specific fields.[8] [9] 

The initial aim was to improve manuscripts, yet peer review is often perceived as a "hurdle to get over" rather than an opportunity to obtain advice and assistance from colleagues. Few studies have looked at the process of peer review of medical journals. Academic advancement, research funding, and institutional reputations depend on peer reviewed publications as a barometer of quality work.[4,6] Perhaps the current application of peer review has outstripped its initial aims and abilities. 



From the Department of Anesthesia, Massachusetts General Hospital, Boston. 

Presented in part at the Second International Congress on Peer Review in Biomedical Publication, Chicago, Ill, September 10, 1993. 

Address correspondence to the Department of Anesthesia, Massachusetts General Hospital, Fruit Street, Boston, MA 02114 (Dr Cullen). 
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Hampering the progress of science by peer review and by the 'selective' funding system

Alexander A. Berezin

Department of Engineering Physics, McMaster University, Hamilton, Ontario, L8S 4L7, Canada. 
E-mail : berezin@mcmaster.ca


Introduction

The evolution of university-based research in recent decades has resulted in the growth of corporate structures and corporate mentality in science, and of the powerful funding councils, agencies, foundations, etc. These agencies control the distribution of research funds among scientists and, consequently, have a ruling influence on what research is done and who is allowed to do it. 

A widespread, but largely false, notion is that the "over"-competitive funding policies of major granting agencies in the world of university-based research - such as the Natural Science and Engineering Research Council (NSERC) in Canada, the National Science Foundation (NSF) and National Institutes of Health (NIH) in the USA, etc - encourage innovation and risk-taking. Although these are the professed goals, the actual managerial structure and functioning of these agencies are such that they tend to serve the opposite end. Despite claims to the contrary, genuine innovation is suppressed while mediocrity and production of trivial data are implicitly endorsed.


Proposal-based science : 20th century nonsense ?

In my opinion, the core defect of the American/Canadian research funding system is the idea of competition between proposals. The proposals are scored by peer reviewers and then separated into two groups - to be funded or not to be funded - on the basis of these scores. Ostensibly, the policy is justified by the quality control afforded by peer review but, in practice, the peer review almost invariably favours research along well-established lines and discourages real innovation and risk-taking. This state of affairs, commonly known as "grantsmanship", leads to the proliferation of conservatism and cronism, and to the overconcentration of research funds in the hands of elitarian and overfunded control groups. The net result is that truly exploratory research, with its frequently uncertain outcome, is marginalized. 

The widely cherished notion of "unrestricted free market competition as the best possible driver of technological progress" is, however, running into ever-greater trouble. "Competition" means different things to different people. In science and innovative technology, the very idea of competition sounds like a rather strange import to many. The purpose of these activities is, by definition, either to explore the unknown (science) or to develop useful applications at the frontier of fundamental research (technology). Both these activities rely strongly on human creativity and, in this context, the notion of "competition" has, at best, only peripheral importance. Yes, it is nice to be the first but it is much more important to do things well, to be convincing and constructive. 

Many critics, referring to the recent evolution of the North American model of university research funding toward ever greater selectivity, have pointed out the damaging consequences of ferocious competition for funds which is "justified" by the assumption that such a strategy fosters "excellence" in research. At first glance, the idea of "excellence through competition" seems reasonable. It is relatively easy to sell to the politicians and to the general public. After all, if it works for business deals or the Olympic games, why should it not work for science ? However, as often, the argument fails by extension because the external mechanisms currently regulating competition in science ("grant selection") incorporate several underlying fallacies (myths). I shall discuss these briefly in the present article.

For example, the basis for the present funding policy of the Canadian NSERC is the principle of "selectivity" - not funding all applicants for research grants - which is applied in the name of the alleged "excellence" and "competitiveness" of the research. The attitude of the NSERC is reflected both in its terminology ("grant selection committee", "next competition") and in its explicit instructions to the funding panels to recommend a significant fraction of applicants for zero funding ("Nil" awards). Presently, about one third of Canadian professors, who are involved in full-time research in science and engineering, are not funded by the NSERC at any level and are obliged to support their research by their own means. (Universities, as a rule, have no separate budget for this). 

Thus, despite its good intentions, the present NSERC funding system is highly detrimental because, instead of research being idea and opportunity driven, it has become grant driven and grant seeking. In fact, nowadays, the only real concern of any applicant to a funding agency is how to optimize all his/her research along a single criterium : fundability.


Expert peer review : The emperor has no clothes !

Well, in this case, he has, at best, a fig leaf.

The most common argument for "expert peer review" of journal papers is that, without it, we would be flooded with megatons of garbage. The argument is sensible but only outwardly. In reality, peer review is the major driving force behind the "publish or perish" syndrome and the paper production treadmill. People publish largely for a question of prestige and a "peer reviewed paper" is the main credit unit in the advancement of a scientific career. Once a manuscript has made publication in a prestige journal, its actual quality or importance are of little matter. 

How did one arrive at the present state of affairs ? The notion of expert peer review as an inevitable step before publication of submitted manuscripts is deeply ingrained in the culture of the modern research enterprise. That science is much better with peer review than without it has virtually become an axiom. However, even though some editorial control (e.g., improving clarity of presentation) is desirable, the idea of peer review, as it stands, is increasingly becoming a butt for criticism. 

Peer review as a police force
Using a somewhat blunt metaphor, peer review can be compared to the police. An effective police force can be expected to help curb crime (though it cannot abolish it). It cannot be expected to have socially creative functions or to act as a true catalyst of society's progress. Likewise, peer review can help detect the most flagrant cases of scientific unprofessionalism but it cannot foster scientific progress ! On the contrary, heavy-duty peer review more often than not suppresses truly innovative research. Thus, de facto, the present NSERC policy encourages the prolific production of routine - but easily publishable - results that follow the well-established lines of mainstream research.

Peer reviewers and the establishment
Because peer-reviewers are drawn, as a rule, from the members of the scientific establishment (allegedly the "best experts"), they will tend to support established (i.e. their) projects rather than truly innovative projects. Innovative projects are, by definition, not established. How supportive was the scientific establishment when Boltzmann presented statistical mechanics ? Christopher Columbus may never have left harbour if his travel plans had been subject to the prior approval of an expert peer review panel !


Underfunding and superfunding

A common stand for almost any group - and that includes the research community - is to attribute all its problems to underfunding. Only give us more money and everything will be just fine ! It is always easier to shift the blame away from home. This is the reason why the underfunding thesis is so universally attractive and popular.

The "grantsmanship" establishment has vested interests in stressing its most misleading myth, that of "superfunding for super-research". This is another seemingly sensible, but in essence perverted, extrapolation of a business model to science. This myth has two propositions :

1. The "most promising" research with the best future "impact factor" can be correctly identified by peer reviewers, expert panels, boards of directors, or whatever.

2. Putting "more money" into the "excellent" research thus identified is bound to make it even "more excellent".

The first item is wishful thinking based on the presumed "collective wisdom" of expert committees, the second is based on the traditional American aberration that "money can buy everything". This is not just plainly naive but also very costly socially, as it leads to unwarranted OVERfunding of many "polically correct" research activities like targeted mega-projects, "centers of excellence", etc. This myth bluntly ignores all crucial non-monetary constraints on genuine research. Even Albert Einstein, if his grant were suddenly increased fourfold, would not produce "four times as many discoveries". On the contrary, his real productivity is more likely to drop due to the additional paperwork, new commitments, etc. Yes, a modest bonus of, say, 30-50 % above average for "really good" (by whichever criteria) research may be quite appropriate but systematic (over)funding of "selected" groups - at the expense of zero "awards" to scores of other equally decent researchers - is nothing short of arbitrary ideological apartheid. Its consequences are especially damaging for the morale of the younger generation of university researchers.

The typical university research program normally evolves as a result of complicated ("nonlinear") interactions between the personal motivations of researchers and a web of social, micro-political and financial considerations relating to the specific research issue in question. The spectrum of personal motivations is wide and can range from the humility of pure curiosity and the selfless quest for truth to the pragmatic, but socially still quite acceptable, objective of career advancement leading to a sizable level of authority, influence and institutional weight. Unfortunately, under the present university reward system, it is not rare that these "pragmatic" aims degenerate into an obsession with power and personal enrichment. 

In short, it is naive to assume that the "best researchers must be funded with top dollars". In reality, they need - and can meaningfully absorb - only those funds that reckon with the human limitations of time, attention, concentration, information overload, etc. The aptitude to overcome these limitations varies among individuals but, to my knowledge, the range is quite confined and the distribution Gaussian. With this in mind, the system of multiple grants, which inevitably invites a greedy money-grabbing attitude, is socially counterproductive and fiscally wasteful. Funding agencies, therefore, should avoid the present practice of giving further grants to those who are already well funded.


The image of the 'boss'

A co-discoverer of the genetic code, Erwin Chargaff (Chargaff, 1980), pointed out that the present university system is largely based on the exploitation of young graduate students, postdocs, assistant professors, etc... If the major currency unit in science is a "solid" peer-reviewed paper in a well-acclaimed mainstream journal, the more such units are accumulated, the better is the bargaining position for obtaining more funding, hiring more postdocs, attracting even more Ph.D. students, etc. 

This vicious circle is self-serving and self-propelling. The role model in academic science today is "the boss", the head of a departmental mini-empire with a 10- to 15-strong cheap research labour force with an annual net output of some 20 to 40 papers. The per capita, per paper, and per dollar innovation effect of such super-departments is, as a rule, much lower than that of smaller groups or even of many researchers working entirely on their own. The practice has, moreover, the added detrimental effect of producing a number of Ph.D. graduates in many key areas of science and also of technology, well in excess of the true capacity of the job market.


Funds to assist or direct research ? 

Likewise, the fallacy that the funding councils should be expert-laden think-tanks that manage individual researchers by a stick-and-carrot system of grants ignores the fundamental fact that some minimal (basic) funding must be provided to researchers on a default basis with the only evidence required for attribution being ongoing research activity. The social purpose of funding agencies is to assist university research. They should not have de facto mandates for directing or controlling the paths of free inquiry and ongoing technological development. The present trend, however, is towards control and is a direct result of a bureaucratic takeover in an unjustifiably blown-up managerial structure.

The inevitable result of any oligarchic structure is that it proliferates for its own sake. Typically, the core activity quickly shifts away from the original professed goal of supporting research toward administering internal procedures. The present trend within the NSERC for even tighter quality control through peer review and even greater selectivity in funding (more Nil-awards) is a step in precisely the wrong direction if what is really needed is a catalyst of true innovation. The performance of a complex decision-making system is not a linear function of its overall "expertise" but follows an inverted U-curve with a maximum (optimum) beyond which the system loses efficiency. This is a known effect of an over-controlled system; too many strings threaten adaptability. Paradoxically, agencies like the NSERC require less and not more expertise to improve their operations. 


Fund researchers, not proposals !

In my opinion and that of several others, a viable alternative to the present system is to "fund researchers, not proposals" on the basis of their overall record (Forsdyke, 1991, 1993; Berezin and Hunter, 1994) but this is fiercely resisted by the research bureaucracy. The most likely reason for this is that such a formula would fly in the face of the present American project-oriented funding model and because it would diminish the power of the paper-shuffling bureaucracy and grantsmanship elite.

With very slight variations, this was a guiding principle of research funding for centuries. Researchers should be funded on the basis of a "blended" score of their research record with an emphasis not on counting peer-reviewed papers but on the efficiency record of the researcher, i.e., prior achievements in relation to total funds spent. This curtails the emphasis on the overfunded research empires whilst opening more opportunities for the more in-depth, especially junior, researchers who are often less well-versed in grantsmanship games. 

Basing research grants exclusively on the long-term track record of applicants avoids the problems of over-control mentioned above, and renders the whole process less hostile and more time- and resource-efficient. Multiple grants should be gradually dephased and those wishing to apply for funds from another source should be ready to give up their presently held funding. Special provisions for small bona fide grants could be set aside for junior applicants. In the present "competition for excellence" rat race, a university professor with, say, one or two well thought-through papers per year has virtually no chance of obtaining funding at ANY level. Implementation of the scheme "fund researchers, not proposals" will not only make the process of funding more democratic and socially responsible, it will also greatly reduce the paperwork and raise the overall efficiency level and morale of university researchers. 


Conclusion

To conclude, whereas some ranking of applicants and of grant amounts is, of course, appropriate, the policy of mass "zeroing" of active university scientists is not only anti-intellectual in its essence, it is also socially and economically counterproductive. It is time to re-orient the university system away from the obsolete idea of "competition", which fails to deliver, toward cooperation and "win-win" science games. But so far, in its search for winners, the system still follows an old prescription: "The mass trials have been a great success, comrades. In the future there will be fewer but better Russians." (Greta Garbo in "Ninotchka", 1939).
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For an activity seemingly so important for science, editorial peer review has received scant research. Introduced with the first two scientific journals [1], it did not become universal until after World War II—yet, only in the past 15 years have some data become available for the debate between those who see it as "the linchpin of science" or merely "the informed prejudices of old men." In this issue, Goodman and coworkers [2] give a preliminary answer to an important unanswered question: Does peer review improve manuscript quality? Jointly, review and the subsequent editing did raise quality, they found, although their relative importance could not be distinguished. 
Persistent fears about editorial peer review [3, 4] include bias (for research attitudes, status, and sex), incompetence, timidity, plagiarism, suppression of facts, and delay in publication. Some evidence can be produced for all such charges. For example, the favoring by editors and reviewers of papers by top people from top institutions seemed to be confirmed by the much-cited study by Peters and Ceci [5]. They took previously published articles, disguised their origins, and then resubmitted these to the journals that had originally published them; largely unrecognized, these were then mostly rejected on scientific grounds. Nevertheless, the methods of this study have been challenged, although subsequent research has shown that removing such bias—masking the reviewer to the identities of authors—is not only feasible and effective but also produces better reviews than those from nonblinded reviewers [6]. It is now incumbent on all editors of serious journals, I believe, to at least be studying whether masking the identities of reviewers works in their circumstances. 
The masking study was one of several important contributions to the First and Second International Congresses on Peer Review in Biomedical Publication, held in 1990 and 1993, respectively. Nevertheless, despite all these findings about process and outcome, we still lacked information about whether review improved manuscripts or not. Certain findings suggested that after the editorial process much accepted work is changed. Yankauer [7] found that as a result of peer review, 43 of 61 articles were substantially revised or totally rewritten before publication by the American Journal of Public Health. Lock [8] showed that 270 of 328 articles were changed (half of them substantially) as a result of reviewers' comments before publication by the British Medical Journal. Neither could say whether these changes were improvements; after all, authors, desperate to expand their curricula vitae, might consent to any change if this ensured publication. Nevertheless, for one important aspect, statistical handling, Gardner and Bond [9] did show in a before-and-after study that expert review objectively improved standards. 
In their research, Goodman and coworkers [2] developed a questionnaire to assess the quality of manuscripts, which was then used by expert assessors unaware of the characteristics of the study. Most of the 34 designated features improved after peer review and editing, 4 of them in a statistically significant manner. Prominent among these were the discussion of study limitations, generalizations, and conclusions—all aspects, these authors point out, that readers especially rely on. 
Self-evidently, these findings need the customary replication. In particular, I wonder how much of the reported improvement reflects peer review and how much the long-standing interest of Annals in "journalology" (the study of the structure, process, and outcome of journal editing). Thus, experienced staff editors might improve the rigor of a paper to an extent that would not happen elsewhere. 
So the first question raised by these results is: Can any study be devised to separate out the individual contributions? Just possibly, although I wonder about an inescapable Hawthorne effect. Second, do these results imply that journals need more statisticians, methodologist reviewers, and expert staff editors? I hope not: Such articles should raise general consciousness, so that nonspecialist reviewers, editors—and especially authors—come automatically to appreciate what constitutes scientific rigor. Third, all such studies lead to the question: Are we developing an unrealistic view of editorial peer review, which is becoming a Holy Grail? Yes; all peer review can reasonably do is detect major defects of originality and scientific credibility, together with commenting on important omissions, the rigor of the arguments, and defects in the writing style. Peer review does not and cannot ensure perfection [10]; the gold standard for the quality of any reported work must remain time—whether it survives the customary 10 years or so before it is incorporated into review articles, textbooks, and other databases. 
Publication has a biological quality to it. Witness the exponential increase in numbers of journals [11], the specialization of journals (so that currently at least five tiers exist [12]), and the recent slowdown in the appearance of new ones [13], as might be predicted in any biological system. Most such systems are wasteful, and publication is no exception. Consensus analysis [14] suggests that only 10% to 15% of all articles published on a particular topic are useful. Roughly half the articles published are never cited even once [15], and library use studies have shown that half the journals on the shelves are never looked at. Moreover, the general scientific adequacy of articles is low—a median of 1% to 6% in one study [16] of 2172 reports. 
Fortunately, publication is a cheap method of disseminating information [17], and, crucially, it provides for the traditional Hegelian dialectic. Those important articles that passed the system have had a crucial role in scientific advance during the past 60 years. Because of some discouraging findings, no reason exists, therefore, to discontinue trying to improve peer review. In particular, I believe that editors could, and should, do more to help reviewers: Not only should they protect them against self-evident rubbish or general overload, but they must provide guidance about what help is needed and feedback on the eventual decision. 
Editors also need continually to audit their procedures and apply the results of others to their own practices. For example, recent research has confirmed long-standing suspicions about the characteristics of good reviewers. A study of 226 reviews of 131 consecutively submitted manuscripts to the Journal of General Internal Medicine [18] showed that 86 (43%) of 201 reviewers produced good reviews (a grade of 4 or 5 on a 5-point scale). Logistic regression analysis showed that when a reviewer was younger than 40 years, from a top academic institution, well known to the editor commissioning the reviewer, and masked to the identity of the manuscript's authors, the probability that he or she would produce a good review was 87%. When a reviewer had none of these characteristics, the probability was 7%. 
Nevertheless, prevention is better than cure, and peer review might be less strained if academia put its own house in order. For today, publication has often become hijacked only for showing academic activity, with an eye on research grants, tenure, promotion, and prestige. Although one study [19] showed that a top academic investigator could be expected to publish no more than eight articles every year, it also found that promotion went to those who had published double the number of articles of the nonpromoted—a recent league table [20] showed 11 physicians out of the world's 20 most prolific scientists, with 4 publishing every 5 to 10 days of the year during the previous decade. Add to this reputable practice an apparent recent increase in repetitive and salami publication, gift authorship, conflict of interest, and what has been described as an "arms race" for rapid publication [21] and the load on the editorial process becomes intense, and reviewers cannot be expected to give their best effort. Theoretically, the solution is simple: Return to a system where quality rather than quantity of new publications is the touchstone of excellence. Practically, also, the solution is simple: Limit the number of articles allowed on a curriculum vitae, as, after energetic proselytizing by Marcia Angell [22], was taken up in the Harvard Guidelines [23] on the conduct of research. Yet, academia seems to have been slow to adopt this more widely: Few of the institutions Edward Huth approached in the late 1980s had any such policies, and several responded brusquely to any suggestion that they should (Personal communication.). 
Such a proposal begs answers to several questions. Would restrictions on the number of citable publications decrease the load on the editorial system? Would a decreased load then enable peer reviewers to give more time to fewer papers? And would more time spent on the later produce overall improvement? We have to put the concept to the test, yet intuitively, the answers would seem to be yes. For, although the system may be imperfect, nobody has produced a satisfactory alternative to editorial peer review. The aim of everybody concerned must surely be to make it better. 
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